Post hoc Uncertainty Quantification for Remote Sensing Observing Systems
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Abstract. This article sets forth a practical methodology for uncertainty quantification of physical state estimates derived from remote sensing observing systems. Remote sensing instruments observe parts of the electromagnetic spectrum and use computational algorithms to infer the underlying true physical states. In current practice, many sources of uncertainty are not accounted for in this process, leading to underestimates of uncertainties on quantities of interest. We propose a procedure that combines Monte Carlo simulation experiments with statistical modeling to approximate distributions of unknown true states given point estimates of those states. Our method is carried out post hoc; that is, after the operational processing step. We demonstrate the procedure using four months of data from NASA’s Orbiting Carbon Observatory-2 mission and compare to validation measurements from the Total Column Carbon Observing Network.
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1. Introduction. The ability of space-borne remote sensing observations to address important Earth and climate science problems rests crucially on how well geophysical quantities of interest (QOIs) can be inferred from these data. Observing systems that collect and process this information must address uncertainties arising not only from measurement errors, but also from imperfect physical models and their parameters, computational artifacts, and potentially other unknowns that affect the conversion of observations to QOI estimates. While much of this sounds familiar in the context of the Uncertainty Quantification discipline [32], existing techniques do not address the problem in a practical way that can be applied comprehensively to very large data sets produced in routine operations.

A remote sensing observing system is an infrastructure that senses electromagnetic energy and converts it into estimates of nature’s true states. In this paper, we consider a system in which observations are collected over different wavelengths as a spectrum of measured radiiances. These spectra carry information about the properties of the Earth’s atmosphere and surface, as encountered in each individual observational unit corresponding to a specific ground footprint (also sometimes called a “sounding”), because photons at different wavelengths are scattered and absorbed in characteristic ways, depending on the make-up, function, and properties of physical constituents with which photons interact. Inference about QOIs from a noisy radiance spectra is a fundamental problem of remote sensing science. It requires knowledge of the physics of radiative transfer [4], and substantial computational resources, especially for operational satellite systems which can return terabytes of data per day corresponding to millions of cases. In nearly all cases, there are only a few, sparse measurements from surface or
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aircraft instruments with which to validate or calibrate the satellite measurements, and these
corroborating data also come with their own uncertainties. Finally, for most existing missions,
uncertainty quantification must be done post hoc without rerunning computationally costly
data processing algorithms.

Various authors have addressed the problem of uncertainties in satellite derived estimates
of geophysical QOIs. Some papers (e.g., [31, 39, 51]) qualify as a general call to arms. Others
such as [1, 20, 27] use ground-based validation data in highly restricted case studies to ascertain
error characteristics under specific conditions. Numerous other examples can be found in
[51]. For operational missions, [37, 36] used the linear sensitivity (first derivative) of the
forward radiative transfer model to propagate radiance measurement error forward through
their computations. Unlike the case-study-based methods, this method is applied in a way that
produces, in principle, a nominal variance for each and every sounding. [30] used a Monte Carlo
simulation to quantify uncertainty of their estimates without assuming linearity. However, this
analysis was performed only after aggregating to coarse spatial resolution, and only addressed
uncertainty due to geographic sampling issues and to several specific methodological choices
implemented in their processing stream.

More recently, Bayesian methods have become popular, as they produce probability distri-
butions of the QOI given the observed quantities rather than point estimates alone. Markov
chain Monte Carlo (MCMC) is sometimes used in small applications and case studies (e.g.,
[18, 38, 3, 24]). MCMC is too computationally intensive for routine operational use though.
Instead, “optimal estimation” (OE) [42, 43] has been widely adopted as the de facto state-
of-the-art (e.g., [52, 21, 25, 50]). OE is a computational implementation of Bayes Rule that
produces (implied Gaussian) probability distributions for true QOIs given radiances.

Some argue that OE automatically achieves uncertainty quantification [50] because it pro-
duces output that can be interpreted as the moments of a distribution. However, operational
implementations and limited physical knowledge result in uncertainties that impact the reli-
ability of OE itself. For example, while the equations of radiative transfer are relatively well
understood, operational codes must run quickly and usually approximate some processes (or
indeed ignore them completely). Tables of spectroscopic information that describe spectral
absorption patterns induced by different gases, and sensitivities of detectors and other parts
of the optical system, are derived from ground-based experiments. All are assumed fixed
and known, even though they are uncertain. Even the discretizations of continuous physical
quantities that define the state and radiance vectors, the grids used by numerical solvers, and
the optimization routines used to solve for the QOI can induce uncertainty, both individually
and as a result of high-order interactions.

Neither OE nor earlier approaches quantify total uncertainty on a sounding by sounding
basis. They do not quantify total uncertainty because they rely on enumeration of specific
known source of uncertainty to be propagated, and do not include the elusive unknown un-
knowns. These methods cannot be applied on a sounding-by-sounding basis because they
require ground truth validation data that are not universally available. In this article, we
propose a new method for estimating probability distributions for QOIs that is free of these
restrictions. We derive conditional distributions of the QOI, given the operational point es-
timates, by fitting the parameters of a Gaussian mixture regression model to an ensemble of
simulated true and estimated states. Then, we use the fitted mixture of regression functions to
define the desired conditional distributions by plugging in sounding-specific operational point estimates as predictors. This is a “top-down” approach that does not require enumeration of individual uncertainty sources. Once the parameters of the Gaussian mixture are fitted, it is fast and easy to compute the sounding-specific conditional distributions.

Our method can be seen as a modified and extended version of the the bootstrap bias correction [12, 10, 23]. There, one starts with a single sample, and draws a set of resamples from it. The statistic of interest is computed from the original sample, and from the resamples. The discrepancy between (the mean of) the resampled statistics and the original statistic is used as a proxy for the relationship between the original statistic and the true parameter. Here, our analog of the resamples is a simulated joint ensemble of true and estimated QOIs. However, we go beyond correcting for bias alone with two innovations. The first is that we derive approximations for the full conditional distributions of the true states given the operational state estimates. The second is that we use both the simulated and operationally-derived information together to approximate forward model discrepancy and account for it as part of total uncertainty. As far as we know there are no comparable methods in either the uncertainty quantification or remote sensing literature that deliver such comprehensive probabilistic descriptions of uncertainties associated with operational remote sensing state estimates.

To demonstrate and evaluate our methodology, we apply it to data from NASA’s Orbiting Carbon Observatory-2 (OCO-2) mission. See [6] for an overview of the mission and statistical issues surrounding its processing and scientific value. OCO-2 uses OE to infer the distribution of its primary QOI, total column mole-fraction of CO$_2$ (known as XCO2 in the remote sensing community) by sounding. While our method is equally applicable to vector-valued QOIs, XCO2 is a scalar quantity; this simplifies visualization and analysis. Another reason to highlight OCO-2 is its stringent uncertainty requirements. The primary scientific application of OCO-2’s estimates is as input to flux inversion (data assimilation) models [17, 35, 49] that estimate the exchange of carbon between Earth’s surface and atmosphere. Determination of flux requires CO$_2$ estimates with high accuracy (less than 0.3 parts per million (ppm) in scenes with background levels of around 410 ppm), and high precision (standard errors less than 0.5 ppm). Consequently, uncertainty quantification has been a major focus of the OCO-2 science endeavor.

Members of the OCO-2 team have performed various studies that attempt to quantify uncertainties in its retrieved estimates (e.g., [5, 53]). However, many of these stay wholly within the optimal estimation, linear Gaussian framework, and are therefore not able to assess uncertainties due to failure of those assumptions. Alternatively, Cressie and co-authors [7, 8] investigated the impact of non-linearity of the forward model on both mean and variance estimates produced by OE. These analyses yield valuable insights into the performance of OE, but do not represent an attempt to evaluate or quantify total uncertainty expressed by operationally-derived distributions.

The remainder of this article is organized as follows. First, we articulate our reference statistical model for remote sensing observing systems (Section 2), and then the methodology for estimating conditional distributions of true states given their point estimates (Section 3). In Section 4 we describe how we tailor our method for the case of OCO-2, and evaluate the results through comparisons with available ground truth information. The final section
contains a summary and discussion.

2. Statistical model of an observing system and its output. An observing system represents the flow of information from nature, which produces the quantities of interest, to the space-borne hardware that collects radiances, and finally to the software that performs estimation of the QOIs from these observations. Consider Figure 1. The state vector is \( \mathbf{X} = (X_1, X_2, \ldots, X_L) \)' and it, or some part of it, usually is the quantity of interest. Nature’s forward function, \( F_0(\cdot, \mathbf{b}_0) \), converts \( \mathbf{X} \) into the noiseless radiance vector, \( \mathbf{Y}_0 = (Y_{01}, Y_{02}, \ldots, Y_{0L})' \), which is observed by the remote sensing instrument with measurement error \( \epsilon \) (also of dimension \( L_Y \)). The forward function also typically depends on an additional set of variables, denoted by \( \mathbf{b}_0 \), that are not part of the state vector but nonetheless influence the transformation of the state into noiseless radiances; e.g., spectroscopic absorption coefficients that characterize various atmospheric constituents. The distinction between \( F_0 \) and \( \mathbf{b}_0 \) is an academic one because they are confounded components of our model of nature, rather than properties of nature itself. Since they can’t be decoupled, we will always refer to them as a unit, \( F_0(\cdot, \mathbf{b}_0) \).

The noisy radiance vector, \( \mathbf{Y} = \mathbf{Y}_0 + \epsilon \) is ingested into the retrieval algorithm—so-named because it retrieves the true state from the observations—to produce a point estimate of the true state, denoted by \( \hat{\mathbf{X}} \) in the figure. In OE, \( \hat{\mathbf{X}} \) can be interpreted as a conditional mean, and is accompanied by an estimate of the covariance matrix obtained via a linear approximation to the forward function.

The retrieval algorithm depends on a forward model, \( F_1 \), and its corresponding forward model parameters, \( \mathbf{b}_1 \), which are the best known practical approximations to \( F_0 \) and \( \mathbf{b}_0 \), respectively. Arguably, \( F_1 \) and \( \mathbf{b}_1 \) may be considered distinct, with \( F_1 \) being implemented as algorithm computer code and \( \mathbf{b}_1 \) being a set of fixed, ancillary inputs provided to \( F_1 \) in addition to the radiances. The ellipses in the arguments to \( R \) in Figure 1 represent other required choices that must be made in order to run the retrieval algorithm code, and will affect the quality of the estimates. We call these “settings”. Examples include convergence criteria, the grid over which the algorithm will solve for the required optimum, etc. For compactness, we subsume settings into \( \mathbf{b}_1 \). Despite their potential separation in implementation, we consider \( F_1(\cdot, \mathbf{b}_1) \) to be a unit, as is the case with \( F_0(\cdot, \mathbf{b}_0) \).

From an uncertainty quantification perspective, one might view \( \mathbf{Y} \) as the primary input to a deterministic function \( R \), and \( \hat{\mathbf{X}} \) as the output for which uncertainty is to be quantified. In that case, we equate \( \hat{\mathbf{X}} \) with some measure of location of \( P(\mathbf{X}|\mathbf{Y}) \). Alternatively, one might view \( \mathbf{X} \), though not directly observed, as the input to the composite system that includes nature, the instrument, and the retrieval process. From this point of view, we seek the conditional distribution \( P(\mathbf{X}|\hat{\mathbf{X}}) \). This distribution reflects the uncertainty about \( \mathbf{X} \) that remains after seeing \( \hat{\mathbf{X}} \).

The retrieval community takes the first perspective: \( F_1 \) is fixed, and \( \mathbf{b}_1 \) is set by ad
Our perspective is that the uncertainty to be quantified is that of the entire, end-to-end observing system shown in Figure 1, and so our goal is to provide the conditional distribution \( P(\mathbf{X}|\mathbf{X}) \). For each \( \mathbf{X} \) we approximate \( P(\mathbf{X}|\mathbf{X}) \) via a Gaussian mixture model (GMM) in which the component-wise means, variances, and mixing probabilities are functions of the realized value of \( \mathbf{X} \). Those functions are estimated from a simulation experiment that 1) incorporates a model discrepancy term to account for structural and parametric model uncertainty, and 2) borrows strength over a representative ensemble of synthetic state vectors to account for the range of conditions to which the model must apply. The simulation experiment allows us to quantify the aggregate impact of uncertainties due to both known and unknown sources because we know the “truth”. Once the parameters of the GMM are estimated, the conditional distributions of the true states given actual retrieved estimates are obtained by plugging the retrieved values into the estimated regression equations. This method is applicable regardless of whether \( \mathbf{X} \) is a least squares, OE, or any other type of estimate.

The approach requires that we simulate a realistic ensemble of synthetic true states and generate corresponding ensembles of radiances and retrieved state estimates. The simulated true state ensemble need not be identical to nature’s true ensemble, just realistic in the sense that it spans the range of plausible true states the observing system is likely to encounter. Procedures for creating this ensemble will vary by application and even by analyst since “plausible” is subjective. Likewise, the forward propagation of the ensemble through \( F_0(\cdot, \mathbf{b}_0) \) in the simulation, is application and analyst-specific since nature’s true forward function is unknown, but must be represented in some way and be distinct from \( F_1(\cdot, \mathbf{b}_1) \). In Section 4, we demonstrate our solutions to these problems for OCO-2.

We stress that a major restriction on our work for OCO-2 and for other existing missions is that UQ must be performed post hoc. The design and implementation of the operational retrieval algorithm cannot be changed nor can it be interfered with. Uncertainty quantification must be after the fact. Consequently, our goal here is only to obtain an honest estimate of total uncertainty, not to break it down into contributing factors or to reduce it.

Our framework uses the following statistical model based on Figure 1.

\[
\begin{align*}
\mathbf{X} &\sim P_X(\mathbf{x}; \theta_X), \\
\mathbf{Y}_0 &\sim F_0(\mathbf{X}, \mathbf{b}_0), \\
\mathbf{Y} &= \mathbf{Y}_0 + \mathbf{e}, \quad \mathbf{e} \sim \text{MVN}(0, \Sigma_e), \\
\theta_X &= \{\mu_X, \Sigma_X, \ldots\}, \quad \text{and} \quad \hat{\mathbf{X}}(\mathbf{Y}, \mathbf{b}_1) = R(\mathbf{Y}, F_1, \mathbf{b}_1).
\end{align*}
\tag{2.1}
\]

All variables in bold are column vectors or matrices, except \( \theta_X \) which denotes a set of parameters. The dimensions of \( \mathbf{X}, \mu_X \) and \( \hat{\mathbf{X}} \) are \( L_X \times 1 \). The dimensions of \( \mathbf{Y}_0, \mathbf{Y}, \mathbf{e}, \) and the zero vector are \( L_Y \times 1 \). The matrix \( \Sigma_X \) is of dimension \( L_X \times L_X \), and \( \Sigma_e \) and is \( L_Y \times L_Y \). The vector \( \mathbf{b}_0 \) contains both known and unknown quantities set by nature, and has unspecified length. Finally, \( \mathbf{b}_1 \) is a fixed, known column vector containing all parameters necessary to run...
This model prescribes that nature draws a true state vector from \( P_X \) having parameter vector \( \theta_X \). From the standpoint of the retrieval algorithm, the true state, its distribution, and the measurement error \( \epsilon \), are all unknown. We will, however, assume that the statistics of \( \epsilon \) are known, as would be the case from pre-launch calibration studies. Radiance measurement errors are assumed to be multivariate normal with zero mean and known covariance matrix \( \Sigma_{\epsilon} \). The only input to \( R \) subject to randomness in Equation (2.1) is therefore \( Y \). All other quantities on which \( R \) depends are fixed at nominal values using expert judgement and modified, if necessary, to conform to computational requirements.

3. Approach and methods. The foundation of our approach is the statistical model given by Equation (2.1), overlaid with our view that the computational machinery of the observing system is a complex estimator who’s performance is summarized by \( P(X|\hat{X}) \). This conditional distribution may be derived from the joint distribution \( P(X, \hat{X}) \), which contains all the information about the uncertainty \( \hat{X} \) as an estimate of \( X \) [11, 48]. Since we do not know the true joint distribution, we appeal to resampling to provide a synthetic ensemble that is our best empirical representation of it.

3.1. Methodology. Our general strategy is summarized in Figure 2. The first row of this flowchart roughly mirrors Figure 1, but with a number of important modifications. First, \( \hat{P} \) plays the role of nature. An ensemble of simulated true states are drawn from it. This set of \( M \) simulated state vectors is the \((M \times L_X)\) data matrix, \( \{X_{\text{sim}}^m\}_{m=1}^M \equiv (X_{\text{sim}}^1, \ldots, X_{\text{sim}}^M)' \), and we call it the synthetic true state ensemble. It represents a set of plausible, alternative realizations of the state vector that the observing system is likely to encounter. We will usually suppress the indices on the bracket notation for brevity.

Second, Figure 1 shows that the state vector is converted by nature’s true forward function, \( F_0(\cdot, b_0) \), into a noiseless radiance, \( Y_0 \), which is then observed by the instrument with measurement error \( \epsilon \). Figure 2 shows the transformation by the forward model, \( F_1(\cdot, b_1) \). This is because in practice we do not know nature’s true forward function; all we have is our best forward model which will also be used in the retrieval process in the second row of Figure 2.

It is overly optimistic to assume that the forward model used in the retrieval is identical to nature’s true forward function. To compensate, we add an extra component of noise to the synthetic, noiseless radiance ensemble \( \{Y_{\text{sim}}^0\} \), as shown in the right-most box on the first row of Figure 2. This model discrepancy term is \( \delta_{\text{sim}} \) and is an independent draw from a multivariate Gaussian distribution with mean vector and covariance matrix that are estimated off-line from spectral residuals that can be produced by any retrieval algorithm, and by our simulation. Spectral residuals are the differences between the observed radiances and the radiances implied by the forward model, evaluated at the converged estimate of the state. Section 4.1.4 and Appendix C describe how we estimate the mean vector and covariance matrix of the distribution of \( \delta_{\text{sim}} \) from the ensembles of available spectral residuals.

The second row of Figure 2 shows how the simulated noisy radiance ensemble, \( \{Y_{\text{sim}}\} \), is input to the retrieval algorithm to produce the corresponding retrieved estimates. We form a synthetic training ensemble by pairing each simulated true state with its corresponding retrieval: \( \{X_{\text{sim}}, \hat{X}_{\text{sim}}\} \). Then, we fit a Gaussian mixture model to this set, and subsequently
derive 1) regression mean and variance functions for each mixture component, and 2) the conditional probabilities of component membership given the value of the predictors, \( \hat{X} \). Once these functions are estimated from the simulated ensemble, any new or operationally retrieved state estimate can serve as a predictor. We simply plug the predictor into the regression equations to obtain parameters of the Gaussian mixture component conditional distributions, and the conditional probability of component membership.

The next subsection briefly reviews Gaussian mixture models, and the software we use for fitting them.

### 3.2. Gaussian mixture models and software to fit them.

The Gaussian mixture density for a multivariate random vector \( V \) is,

\[
    f_V(v) = \sum_{k=1}^{K} \pi_k \phi(v; \mu_k, \Sigma_k), \quad \sum_{k=1}^{K} \pi_k = 1,
\]

where \( \phi(v; \mu_k, \Sigma_k) \) is the multivariate normal density function with mean vector \( \mu_k \) and covariance matrix \( \Sigma_k \), evaluated at \( v \); \( \pi_k \) is the (mixing) weight of component \( k \), and \( K \) is

---
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the total number of components [29]. We abbreviate this density by,

\[ V \sim \text{GMM} \left( K, \{ \mu_k, \Sigma_k, \pi_k \}_{k=1}^K \right). \]

Given a sample, \( V_1, \ldots, V_N \), the maximum likelihood estimates of the parameters of the

model specified Equation (3.2) are,

\[ \{ \hat{K}, \hat{\mu}_1, \ldots, \hat{\mu}_K, \hat{\Sigma}_1, \ldots, \hat{\Sigma}_K, \hat{\pi}_1, \ldots, \hat{\pi}_K \}. \]

R’s densityMclust function in the package mclust [47, 16] provides software for estimating

these parameters. In addition, densityMclust returns another object that is key for our

purposes. It is an \( N \times \hat{K} \) matrix of conditional probabilities,

\[ \pi_{k|v_n} = \tilde{P}(\kappa_n = k|V = v_n) = \frac{\pi_k \phi(v_n; \mu_k, \hat{\Sigma}_k)}{\sum_{l=1}^{\hat{K}} \pi_l \phi(v_n; \mu_l, \hat{\Sigma}_l)}, \]

for \( k = 1, \ldots, \hat{K}, n = 1, \ldots, N \). Here, \( \kappa_n \) is a random variable that indicates component

membership: the probability that \( V_n \) comes from component \( k \) is \( \pi_k \) before observing \( V_n \),

and \( \pi_{k|v_n} \) after seeing \( V_n = v_n \) [48].

Equation (3.3) is, in some ways, the most fundamental quantity returned by this software.

It provides a probabilistic mapping of the \( V_n \) to the \( \hat{K} \) Gaussian components of the model.

This is critical if, say, one fits the model to standardized data but wants to report the result on

the raw scale. For example, suppose \( V_n \) is partitioned into two sub-vectors that are measured

on very different scales so one would influence the calculation disproportionately if a model

was fitted to the raw data. Suppose \( V \) is \( d_V \)-dimensional, and let \( V_n = (W_n', U_n')' \), where

\( W \) is \( d_W \)-dimensional, and \( U \) is \( d_U \)-dimensional, and \( d_V = d_W + d_U \). It would make sense to

fit the model to standardized versions of these variables by converting \( W_n \) to \( \mathbf{Z}_{1n} \) and \( U_n \) to

\( \mathbf{Z}_{2n} \):

\[ \mathbf{Z}_{1n} = (W_n - \mathbf{m}_W) C_W^{-1/2} \quad \text{and} \quad \mathbf{Z}_{2n} = (U_n - \mathbf{m}_U)' C_U^{-1/2}, \]

where \( \mathbf{m}_W \) and \( C_W \) are the mean vector and covariance matrix of \( W_1, \ldots, W_N \), and \( \mathbf{m}_U \)

and \( C_U \) are defined similarly. Denote the standardized vector \( \mathbf{Y}_n = (\mathbf{Z}_{1n}', \mathbf{Z}_{2n}')' \), and fit a

GMM to \( \mathbf{Y}_1, \mathbf{Y}_2, \ldots, \mathbf{Y}_N \). Estimates of the component mean vectors and covariance matrices

are on the standard scale (\( \hat{\mu}_k \) and \( \hat{\Sigma}_k \)), but can easily be recomputed from the raw data by

calculating weighted averages and variances using the \( \pi_{k|v_n} \) as weights:

\[ \hat{\mu}_k = \sum_{n=1}^{N} v_n \left( \pi_{k|v_n} \right) \left[ \frac{\pi_{k|v_n}}{\sum_{m=1}^{N} \pi_{m|v_n}} \right], \]

\[ \hat{\Sigma}_k = \sum_{n=1}^{N} (v_n - \hat{\mu}_k)' (v_n - \hat{\mu}_k) \left[ \frac{\pi_{k|v_n}}{\sum_{m=1}^{N} \pi_{m|v_n}} \right]. \]

In practice we will use R’s weighted.mean function to compute \( \hat{\mu}_k \), and the cov.shrink function from the package corpcor [45] to compute shrinkage estimates of \( \hat{\Sigma}_k \).
The idea can be extended to other convenient transformations beyond simple standardization. In particular, if the dimension of $V$ is large, $\text{densityMclust}$ can be slow. In that case, $Y_1, Y_2, \ldots, Y_N$ may be further transformed by projecting them into the space spanned by the leading principal components of $V$ estimated from the (standardized) data. Let $C_V$ be the (empirical) covariance matrix of $Y_1, Y_2, \ldots, Y_N$, and let $E_i$ be the $i$-th eigenvector of $C_V$. The eigenvectors are arranged in order corresponding to the order of their descending eigenvalues, $\lambda_1, \lambda_2, \ldots, \lambda_d$. The leading eigenvector matrix of $C_V$ is $E$, with columns $E_1, E_2, \ldots, E_d$, where $d$ is the smallest value such that

$$\sum_{i=1}^{d} \lambda_i \geq \gamma, \quad 0 \leq \gamma \leq 1.$$  

Finally, set

$$V = V E.$$  

The parameters of the model fit to $Y_1, Y_2, \ldots, Y_N$ can be rescaled using Equations (3.5) and (3.6).

### 3.3. Conditional mean and covariance functions.

Given an estimate of the joint distribution of $V = (W', U')'$ of the form in Equation (3.1), it is well known that the estimate of the conditional mean function of $W$ given $U = u_n$ for component $k$ is,

$$\hat{\mu}_{W|U}(u_n) = \mu^{(k)}_W + \hat{\Sigma}_{WU} (\hat{\Sigma}_{UU})^{-1} [u_n - \hat{\mu}^{(k)}_U],$$

where $\hat{\Sigma}_V^{(k)}$ is the estimated covariance matrix for component $k$, which is partitioned according to

$$\hat{\Sigma}_V^{(k)} = \begin{bmatrix} \hat{\Sigma}_{WW}^{(k)} & \hat{\Sigma}_{WU}^{(k)} \\ \hat{\Sigma}_{UW}^{(k)} & \hat{\Sigma}_{UU}^{(k)} \end{bmatrix}.$$

The estimated conditional covariance matrix for component $k$ is,

$$\hat{\Sigma}_{W|U}(u_n) = \hat{\Sigma}_{WW}^{(k)} - \hat{\Sigma}_{WU}^{(k)} (\hat{\Sigma}_{UU}^{(k)})^{-1} \hat{\Sigma}_{UW}^{(k)}.$$

If desired, summing over components gives the marginal moments,

$$\hat{\mu}_{W|U}(u_n) = \sum_{k=1}^{K} \hat{\mu}_{W|U}^{(k)}(u_n) \hat{\pi}_{k|u_n},$$

and

$$\hat{\Sigma}_{W|U}(u_n) = \sum_{k=1}^{K} \hat{\Sigma}_{W|U}^{(k)}(u_n) \hat{\pi}_{k|u_n} +$$

$$\sum_{k=1}^{K} \left( \hat{\mu}_{W|U}^{(k)}(u_n) - \hat{\mu}_{W|U}(u_n) \right) \left( \hat{\mu}_{W|U}^{(k)}(u_n) - \hat{\mu}_{W|U}(u_n) \right)' \hat{\pi}_{k|u_n},$$
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where

$$\hat{\pi}_{k|u_n} = \frac{\hat{\pi}_k \phi \left( u_n; \hat{\mu}_{U}^{(k)}(u_n), \hat{\Sigma}_{UU}^{(k)} \right)}{\sum_{l=1}^{K} \hat{\pi}_l \phi \left( u_n; \hat{\mu}_{U}^{(l)}(u_n), \hat{\Sigma}_{UU}^{(l)} \right)}.$$ (3.14)

Equations (3.12) and (3.13) follow from the follow from the law of iterated conditional expectation (e.g., [41], Equations (2b.3.4) and (2b.3.6)).

3.4. Conditional distribution of the true state given a retrieved state. The conditional distribution for a new draw from the distribution of $U$, call it $U^*$ with realization $u^*$, is

$$W^* \sim \text{GMM} \left( \hat{K}, \left\{ \hat{\mu}_{W|U}^{(k)}(u^*), \hat{\Sigma}_{W|U}^{(k)}(u^*), \hat{\pi}_{k|u^*} \right\}_{k=1}^{K} \right).$$ (3.15)

One can explore this distribution by simulating from it, and summarize it (approximately) by calculating any desired summary quantities from the ensemble of simulated realizations.

3.5. A simple example. To illustrate the main aspects of our procedure, we appeal to a simple, low-dimensional example shown in Figure 3. The left panel shows a scatterplot of two (scalar) variables that exhibit a relationship (Equation (3.16)) that could be representative of a realistic, worst-case scenario. Not only is it non-linear, but the variances are heteroskedastic.

$$W \sim N(5,1), \quad U = (1.75)^W + \epsilon, \quad \epsilon \sim N(1,2).$$ (3.16)

There are a total of $M = 5000$ ($w_m, u_m$), pairs in the plot. The top-left panel shows the forward relationship between the two variables, with $w$ analogous to realizations of $W$, and $u$ analogous to realizations of $U$ in the subsections above. The top-right panel shows the inverse problem in which the goal is to infer $w$ from noisy and potentially biased $u$. The bottom-right panel shows the estimated joint distribution of $u$ and $w$ fitted to these data using mclust. The values of both variables are standardized prior to fitting the model, and $w$ is transformed back to its original scale. The joint distribution is a six-component Gaussian mixture, shown superimposed on the scatterplot, as six sets of Gaussian contours (the .68 and .95 contours). The corresponding component-specific regression lines for predicting $w$ from $u$ are shown in the bottom-right panel. For the $k$-th mixture component, the conditional mean, variance, and component membership probabilities of $W$ given $U = u$ are scalar versions of Equations (3.9), (3.11), and (3.14).

Now suppose a new value of $U = u^*$, is acquired and we wish to obtain the conditional distribution of $W$ given $U = u^*$. Equipped with Equations (3.9) through (3.14), we first simulate $B = 1000$ (say) iid draws from the discrete distribution that places probability $\pi_{k|u^*}$ on the indices $k = 1, 2, 3, 4, 5, 6$, and encode these outcomes in the random vector $\kappa = (\kappa_1, \kappa_2, \ldots, \kappa_B)^t$ of length $B$. Then, for each element of $\kappa$ we draw a random realization, $w_{b}^{*}$, from the $N \left( \mu^{(\kappa_b)}(u^*), \sigma^{(\kappa_b)}(u^*) \right)$, where $\mu$ is the scalar version of $\mu$, and $\sigma$ is the scalar version of $\Sigma$. The histogram of $w_{b}^{*}$, $b = 1, 2, \ldots, B$ is an approximation of the conditional distribution of $W$ given $U = u^*$. Figure 4 shows the simulated conditional distributions for two values of $u^*$, 13.76 and 22.41. Visual inspection suggests that the conditional standard deviations should decrease as one moves towards higher values of $u^*$, which they do.
Figure 3. Simple example of fitting a GMM to an empirical ensemble, \( \{u_m, w_m\}_{m=1}^{5000} \). Top-left: scatterplot of \( u \) on \( w \) showing the forward relationship. Top-right: scatterplot of \( w \) on \( u \) showing the inverse relationship. Bottom-left: Six-component GMM fitted to the joint distribution of \( u \) and \( w \). Two density contours capturing 68 and 95 percent of the central mass of the Gaussian components are shown. Bottom-right: component-wise regression lines for the model. Component-wise variance is the vertical dispersion around the regression line at a fixed point on the x-axis. In the latter three plots, the \( u \) values have been standardized by subtracting the sample mean, \( \bar{u} \) and dividing by the sample standard deviation, \( s_u \).

Figure 4. Simulated conditional densities of \( W \) given \( U^* = 13.76 \) (left panel) and \( U^* = 22.41 \) (right panel). \( w^* \) is on the standardized scale.
Figure 5 displays results of a cross-validation experiment that compares nominal and actual coverage probabilities for 50 percent and 95 percent confidence intervals. In this experiment, we use the same 5000 \((u, w)\) pairs shown in the center panel of Figure 3. We randomly divide these into a training set of 2500 \((u, w)\) pairs, and a test set of 2500 \((u^*, w^*)\) pairs. We fit a GMM to the training set, plug each value of \(u^*\) in the test set into the Equations (3.9) through (3.14), and simulate 1000 draws from the posterior distributions of \(W^*\) given \(U^*\). Finally, we compute the 0.025, 0.250, 0.750, and 0.975 quantiles of each of these empirical conditional distributions \((Q_{.025}, Q_{.25}, Q_{.75}, \text{and } Q_{.975})\) and determine what proportion of the 2500 test set pairs have the property that \(w^*\) lies inside the 95 percent interval defined by \([Q_{.025}, Q_{.975}]\), and similarly, inside the 50 percent interval defined by \([Q_{.25}, Q_{.75}]\).

\[
p_{.95,1} = \frac{1}{2500} \sum_{i=1}^{2500} 1 \{Q_{.025} \leq w_i^* \leq Q_{.975}\},
\]

\[
p_{.50,1} = \frac{1}{2500} \sum_{i=1}^{2500} 1 \{Q_{.25} \leq w_i^* \leq Q_{.75}\}.
\]

We carry out this entire simulation procedure 200 times to obtain \(p_{.95,b}\) and \(p_{.50,b}\), for \(b = 1, 2, \ldots, B = 200\). Figure 5 shows that the actual coverage probabilities are always, or nearly always, consistent with the nominal coverage probabilities.

![Figure 5. Histograms of actual proportions of test set values of \(w\) contained within the central 50 percent (left) and 95 percent (right) of the estimated conditional distribution of \(W\) given \(U\), over 200 trials of the simulation experiment. In each trail, a randomly selected half of the \((u, w)\) pairs in Figure 3 were assigned to the training set, and other other half to the test set.](image)

In the next section we describe in detail how we implement our approach for our motivating application, the Orbiting Carbon Observatory-2 mission. It is considerably more complex than the simple example just presented, but nonetheless analogous in many respects. The main difference is that the predictor is high-dimensional, although the predictand remains a scalar. Other differences include the fact that we did not need to deal with model discrepancy in the simple example, but we do for OCO-2; and perhaps most importantly, how we set up the simulation experiment that allows us to learn the mechanistic properties of the retrieval estimator.

4. Application to OCO-2. NASA’s OCO-2 instrument was launched into Earth orbit on July 2, 2014. Its primary scientific objective is to estimate total column concentrations...
(dry air mole-fractions) of carbon dioxide for use in estimating carbon fluxes between Earth’s surface and atmosphere. Details of the OCO-2 mission and its retrievals can be found in [2, 14, 9, 13, 6]. OCO-2, along with Japan’s GOSAT [44, 57] and GOSAT-2 missions, China’s TanSAT [56], and OCO-3 [15] now form a fleet of observing systems that all use similar technology, including optimal estimation for retrievals. What we describe below for OCO-2 is also applicable to these and other missions potentially observing other variables, with suitable modifications.

The primary OCO-2 QOI is total column mole-fraction of CO₂, called XCO₂. It is the number of molecules of carbon dioxide divided by the number of molecules of dry air (total air molecules minus water molecules), in a vertical column of the atmosphere. This quantity is derived on a sounding-by-sounding basis for cloud-free, trapezoidal ground footprints measuring 2.25 km along-track and 1.29 km across-track during the spacecraft’s south-to-north polar orbit. The OCO-2 state vector, \( X \), includes a 20-element vertical profile of estimated CO₂ mole-fractions at various altitudes, as well as quantities describing aerosol, cloud, and surface properties. XCO₂ is a scalar quantity computed by multiplying the CO₂ profile, \( X_{1:20} \), by a location-specific pressure weighting function, \( h \),

\[
X = h' X_{1:20}. 
\]

In the next subsection, we provide details of how we applied our methodology described in Section 3 specifically for the OCO-2 case.

4.1. Post hoc uncertainty quantification. We applied our method to a set of retrievals from the OCO-2 Version 7 data product [13] for week-long periods over four months spanning the four seasons: August and November 2015 and February and May 2016. Here, we report results for retrievals that are coincident in time and space with ground-based measurements that are considered, for practical purposes, ground truth.

Figure 6 is a modified version of Figure 2 that shows our implementation for OCO-2. The main steps are described in the following sub-sections. Green section numbers in parentheses in the figure direct the reader to relevant sections of the text.

4.1.1. Generating synthetic true state ensembles. In Figure 6, the single marginal distribution in Figure 2 is replaced by a set of distributions, \( \tilde{P}_r, r = L1, \ldots, L11 \). The index \( r \) refers to sub-regions of the globe we call templates. Figure 7 shows the geographic domains of 41 such regions defined by colleagues in the user community who specialize in flux inversion. We asked these domain experts to define areas over which we could expect the behavior of OCO-2 state vectors, over a single calendar week, to be representative of specific underlying physical processes generating them. This allows us to invoke the standard assumption of ergodicity in time and space. We carried out these simulations for all land and ocean regions with sufficient OCO-2 data. However, here we present results for land regions only because this is where corroborating ground-based information is available.

Next, we fitted multivariate Gaussian mixture models to collections of actual, retrieved OCO-2 state vectors belonging to the templates, and in a single calendar week. We sampled 5000 times from each of these distributions to generate template-week-specific ensembles of synthetic true states. Sampling from the fitted distributions is a semi-parametric analog to bootstrap resampling typically used in the bootstrap bias correction. Finally, we combined
the eleven synthetically created ensembles to form the synthetic true state ensemble, \( \{ X_{\text{sim}} \} \), for the week being processed:

\[ X_{\text{sim}} \sim P_{r}(X_{\text{sim}}), \quad r = L1, \ldots, L11 \]  

(4.1.1, Appendix A)

441 Appendix A provides additional details of model fitting and resampling. The stacked matrices in Equation (4.2) are abbreviated by \( \{ X_{\text{sim}} \} \) in Figure 6.
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**4.1.2. The forward function and its parameters.** We applied the OCO-2 forward model, \( F_1 \), to each simulated true state vector in \( X_{\text{sim land}} \). \( F_1 \) is the same forward model used operationally by OCO-2 in Version 7 of its Atmospheric Carbon Observations from Space (ACOS) retrieval algorithm [13, 34]. The ACOS forward model is often termed “full-physics” (FP). Further details are provided in Appendix B and [2].
4.1.3. Measurement error. The simulation of the measurement error,
\[ \epsilon_{\text{sim}} \sim \text{MVN}(0, \Sigma_{\epsilon}) , \]
follows the OCO-2 instrument noise specification [14]. The noise covariance matrix \( \Sigma_{\epsilon} \) is diagonal with elements
\[ \sigma_{\epsilon,i}^2 = \text{var}(\epsilon_{i}) = b_{\epsilon,1,i} Y_{0,i} + b_{\epsilon,2,i} , \]
where the \( b_{\epsilon,1,i} \) and \( b_{\epsilon,2,i} \) are instrument calibration parameters, and \( i \) indexes elements in the radiance vector. This model suggests the noise variance is proportional to the mean signal, with an additive offset.

4.1.4. Model discrepancy adjustment. In Figure 6 we used the same forward model and forward model parameters to produce both simulated radiances and to retrieve the state estimate from them (see Subsection 4.1.2). This is overly optimistic since it implies that the retrieval’s forward model is a perfect representation of nature’s true forward function. On the other hand, the true forward function \( F_0(\cdot, \mathbf{b}_0) \) is not known, and the best available forward model is \( F_1(\cdot, \mathbf{b}_1) \). To compensate for this, we added an additional component of random error to the radiance vectors which we believe realistically degrades the radiances to account for using \( F_1(\cdot, \mathbf{b}_1) \) where we should have used \( F_0(\cdot, \mathbf{b}_0) \). We degraded the radiance vector by adding this “model discrepancy” adjustment, \( \delta_{\text{sim}} \), at the same time we added \( \epsilon \) to mimic measurement error of the instrument.

The model discrepancy adjustment is an \((L_{Y} \times 1)\)-dimensional perturbation modeled as a draw from a multivariate Gaussian distribution with mean \( \mathbf{\mu}_\delta \) and covariance matrix \( \Sigma_\delta \). The Gaussian choice is for convenience, and may be revisited in the future. We estimated model parameters by comparing distributions of the spectral residuals in the simulation with those produced by the actual OCO-2 retrieval process. Spectral residuals are the differences between the observed OCO-2 radiance vectors and the radiance vectors predicted by applying

Figure 7. Forty-one regions defining the spatial partitioning of OCO-2 data for template definition. There are 30 ocean regions with labels prefixed by “S”, and 11 land regions with labels prefixed by “L”.
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the OCO-2 forward model to the retrieved state vector estimate. Appendix C describes in detail how we estimate the parameters $\hat{\mu}_\delta$ and $\hat{\Sigma}_\delta$.

### 4.1.5. The retrieval.

The OCO-2 operational retrieval was performed for each $Y_{\text{sim}}$. The retrieval's assumed statistical parameters $b_1$, including the prior mean vector and covariance matrix used in OE, were set to the operational values present at a reference sounding at the geographical center of the template to which $Y_{\text{sim}}$ belonged. The operational retrieval performs a numerical search for the minimum of an objective function that includes the Gaussian negative log-likelihood of the radiances and a regularization term due to a Gaussian prior distribution specified as part of OE. This was implemented with a Levenberg-Marquardt algorithm with step sizes, relaxation, and convergence criteria defined for the operational retrieval [2]. The OCO-2 inverse problem is moderately non-linear [5], so these optimization parameters can impact the overall retrieval quality. We retained those retrievals $\hat{X}_{\text{sim}}$ that successfully converged within the allowed number of iterations, and discarded those that did not.

### 4.1.6. Assembling the empirical joint distribution.

We used the set of synthetic true states and their corresponding synthetic retrieved state vectors to form an empirical sample of the joint distribution of the two. The QOIs were XCO2 values, $X_{\text{sim}}$, created from the synthetic true state vectors using Equation (4.1). The predictors were the corresponding synthetic retrieved state vectors, $\hat{X}_{\text{sim}}$, with retrieved XCO2 derived from them: $\hat{X}_{\text{sim}} = h'X_{1:20}$. The training ensembles used to estimate the GMM parameters for the resampling step were,

\[
\left\{X_{\text{sim}}^m, \hat{X}_{\text{sim}}^m, \left(\hat{X}_{\text{sim}}^m\right)'\right\}_{m=1}^{M_{\text{land}}},
\]

where $M_{\text{land}} = \sum_{r=L1}^{L1} M_r$, and $M_r$ was the number of successful simulated retrieved state vectors in template $r$. It may seem that including $\hat{X}_{\text{sim}}^m$ as a predictor duplicates the information already in $X_{\text{sim}}^m$. It does not: $\hat{X}_{\text{sim}}^m$ includes the pressure weighting function. Offline experiments strongly suggested that predictions of $X_{\text{sim}}^m$ improve substantially when $\hat{X}_{\text{sim}}^m$ is included as a predictor.

We made one further modification to the training ensembles before estimating the joint distributions of predictors and predictands: six elements of the state vector were removed because they were found to degrade the predictions of $X_{\text{sim}}$. The deleted elements were coefficients describing the distributions of cloud ice and liquid water in the atmospheric column.

### 4.1.7. Fitting the Gaussian mixture model.

To estimate the joint distribution of XCO2 and the predictors from the empirical ensembles in Equation (4.4), we followed the methodology described in Section 3.2, with

\[
V = \left(X_{\text{sim}}, \hat{X}_{\text{sim}}, \left(\hat{X}_{\text{sim}}\right)'ight)'.
\]

To increase speed in the density estimation step, we reduced the dimension of $V$ by converting the variables that will play the role of predictors to their corresponding values in the space of
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their leading principal components. To be clear, we partitioned $V = (W, U)'$ where

$$W = X^{\text{sim}}, \quad \text{and} \quad U = \left( \hat{X}^{\text{sim}}, \left( \hat{X}^{\text{sim}} \right)' \right)' \tag{4.6}.$$ 

In determining leading eigenvectors, we used the threshold $\gamma = 0.99$ here. (See Equation (3.7).) We used $\text{densityMclust}$ function (in the R package mclust) to fit a family of Gaussian mixture models. The software requires us to specify the maximum number of allowable components, and it uses the Bayesian Information Criterion to select the best model. We set the maximum to 20 on the grounds 1) the number should exceed the number used for estimating GMM’s for individual template-weeks in the resampling stage (see Appendix A), and 2) the number should be small enough to be interpretable and to achieve moderate computational speed.

The last step was to use the datum-specific weights in Equation (3.3) to convert the model’s estimated parameters back to the original scale of the data via the formulas in Equation (3.6). The values of the parameters $\hat{K}^{\text{sim}}$ and $\hat{\pi}_1^{\text{sim}}, \ldots, \hat{\pi}_{\hat{K}}^{\text{sim}}$ remained unchanged. The estimated mixture density for land in a given calendar week is,

$$\left( X^{\text{sim}}, \hat{X}^{\text{sim}}, \left( \hat{X}^{\text{sim}} \right)' \right)' = (W, U)' \sim \text{GMM} \left( \hat{K}^{\text{sim}}, \left\{ \hat{\mu}_k^{\text{sim}}, \hat{\Sigma}_k^{\text{sim}}, \hat{\pi}_k \right\}_{k=1}^{\hat{K}^{\text{sim}}} \right) \tag{4.7},$$

where

$$\hat{\mu}_k^{\text{sim}} = \left( \hat{\mu}_k^{\text{sim}}W, \left( \hat{\mu}_k^{\text{sim}} \right)'U \right)' \quad \text{and} \quad \hat{\Sigma}_k^{\text{sim}} = \begin{pmatrix} \hat{\sigma}_k^{\text{sim}}WW & \hat{\Sigma}_k^{\text{sim}}WU \\ \hat{\Sigma}_k^{\text{sim}}UW & \hat{\Sigma}_k^{\text{sim}}UU \end{pmatrix} \tag{4.8}.$$ 

4.1.8. Estimating the conditional distribution of XCO2 given retrieval predictors. We use Equations (3.9) through (3.14) to compute the Gaussian components’ conditional means and variances of XCO2, given actual OCO-2 retrievals, $u^* = (\hat{X}, \hat{X}')$. Thus, for each actual OCO-2 sounding, $u^*$, we have the conditional distribution,

$$W^* \sim \text{GMM} \left( \hat{K}^{\text{sim}}, \left\{ \hat{\mu}^{(k)}_{W|U}(u^*), \hat{\sigma}^{(k)}_{W|U}(u^*), \hat{\pi}_{k|u^*} \right\}_{k=1}^{\hat{K}^{\text{sim}}} \right) \tag{4.9}.$$ 

4.1.9. Simulating from sounding-specific conditional distributions of XCO2. These distributions can be approximated by simulating from Equation (4.9), and summary statistics can be computed as needed. To simulate $B$ realizations, $W_b^*$, for $b = 1, \ldots, B$, from the model in Equation (4.9):

1. Let $\kappa_b$ be a univariate random variable taking values in the set $\{1, \ldots, \hat{K}^{\text{sim}}\}$ with,

$$P(\kappa_b = k) = \hat{\pi}_{k|u^*}, \quad k \in \{1, \ldots, \hat{K}^{\text{sim}}\}.$$ 

2. Draw $B$ random variables,

$$W_b^* \sim N \left( \hat{\mu}^{(\kappa_b)}_{W|U}(u^*), \hat{\sigma}^{(\kappa_b)}_{W|U}(u^*) \right), \quad b = 1, \ldots, B.$$ 
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If desired, the marginal mean and variance functions can be obtained by integrating over the mixture components as in Equations (3.12) and (3.13).

4.2. Comparison to ground station data. In this subsection we evaluate how well our method performs by comparing ground station observations of total column CO$_2$ at locations where they exist, to our simulated conditional distributions and to distributions implied by the OCO-2 operational retrieval output. We utilized ground-based CO$_2$ data collected by the Total Carbon Column Observing Network (TCCON) [54] and coincident retrievals from OCO-2. TCCON data are used to validate OCO-2 XCO2 point estimates delivered by the mission [55]. That validation procedure also involves comparing XCO2 estimates to TCCON, among other things, but it does not include any analysis of the operationally-derived variance or the accuracy of the Gaussian assumption.

We quantified performance of conditional distribution estimates with two simple metrics. The first is the position of the observed TCCON value within the conditional distribution,

$$G_{op}(X_T) = P_{op}(X \leq X_T) \approx \Phi(X_T; \hat{X}, \hat{S}),$$

$$G_s(X_T) = P_s(X \leq X_T) \approx \frac{1}{B} \sum_{b=1}^{B} I(W_b^* \leq X_T),$$

(4.10)

where $op$ and $s$ denote operational and simulated conditional distributions, respectively. The scalar quantity $\hat{S}$ is the conditional variance of XCO2 given the observed radiance, as estimated by the retrieval algorithm through a linear approximation [2]. $X_T$ is the TCCON value, $\Phi(x; \mu, \sigma^2)$ is the value of the Gaussian cumulative distribution function with mean $\mu$ and variance $\sigma^2$ evaluated at $x$. The variable $B$ is the number of draws from the simulated distribution used to approximate it, and $W_b^*$ is the $b$-th draw. Finally, $I(\cdot)$ is the indicator function taking value one if its argument is true and zero otherwise. Good performance is achieved when the TCCON value is centrally located, and poor performance is indicated by a TCCON value far out in a tail. So values of $G_{op}(X_T)$ and $G_s(X_T)$ near 0.5 are judged superior to those that are close to zero or one.

The second metric is the bias of the conditional mean relative to the TCCON value:

$$\beta_{op}(X_T) = (\hat{X} - X_T) \quad \text{and} \quad \beta_s(X_T) = \left(\frac{1}{B} \sum_{b=1}^{B} W_b^*\right) - X_T.$$

(4.11)

This is important because the primary use of OCO-2 XCO2 estimates is as input into flux inversion models. These models assume that XCO2 estimates are unbiased. If bias nonetheless exist, it can lead to spurious flux estimates, particularly if there are systematic spatial patterns.

To ensure direct comparability, we limited our analysis to OCO-2 soundings with geographic centers in very small regions of size 0.01° in both latitude and longitude around TCCON locations. One degree of longitude is approximately 100 kilometers at the Equator, and less as one moves north or south. Since OCO-2 footprints span 1.29 kilometers of longitude.
and 2.25 kilometers of latitude, this restriction limited the soundings we used to those that
contain the TCCON site. To identify a single TCCON value to serve as a benchmark, we used
the value for which the time of acquisition was between the earliest and latest sounding times,
among those soundings satisfying the 0.01° spatial proximity criterion. In some weeks at some
TCCON sites, there were no data available either because there was no TCCON observation
within the very brief overpass time window, or because there were no successful retrievals
within the spatial overlap region. There was never more than one TCCON benchmark value.

For illustration, consider four soundings’ conditional distributions shown in Figure 8. These four are representative of the types of relationships between operational and simulation-based conditional distributions observed in our analysis. In the figure, the top two panels are soundings covering the Lamont, OK TCCON site during the week of November 2, 2015, and the bottom two panels cover the TCCON site at Tsukuba, Japan during the week of May 13, 2016. There are a total 132 and 77 soundings that satisfy the 0.01° spatial criterion, respectively. In all panels, the red curves are the simulation-based conditional distributions’ approximations based \( B = 100,000 \) realizations of \( W^*_b \), and the blue curves are Gaussian distributions with means and variances equal to the operationally retrieved moment estimates. The green vertical lines are the TCCON values. In both Lamont results (top row), the bias of the simulation-based estimate is smaller than that of the operational estimate. The left panel shows a case in which \( X_T \) is more consistent (in the sense of being more centrally located) with the simulation-based distribution than with the operationally derived. For Tsukuba (bottom row), the absolute value of the bias is actually lower for the operational estimate, and the biases are of different signs. The TCCON value is much more consistent with the simulation-based distribution than with the operational distribution in the left panel, but the TCCON value is consistent with neither distribution in the right panel.

In Figure 9 we summarize comparisons like those in Figure 8, for all 944 soundings used in our analysis. The horizontal axis reflects the difference between the operational and simulation-based conditional distributions with respect to the centrality of the TCCON value in those distributions. The vertical axis is the difference between the absolute biases of the means of the two distributions, relative to TCCON. Points in the lower-left quadrant (colored blue) represent those soundings for which the simulation-based method is superior in both metrics. These comprise 63.1 percent of soundings used in this analysis. Points in the upper-left quadrant (colored green) represent those footprints for which the simulation-based method is superior with respect to the cumulative distribution function metric, but inferior with respect to the bias metric. These comprise 25.7 percent of soundings. For most of these, the difference in absolute bias is less than 1.25 parts per million. 11.2 percent of the footprints fall in the upper-right quadrant (colored red). In these cases the operational distribution is superior to the simulation-based distribution on both metrics. An example of such a case would be where the operational retrieval does very well, having mean very near the TCCON value and a low reported variance, while the simulation-based distribution has a long right (or left) tail. This will pull the mean of the simulation-based distribution away from the TCCON value, and cause the TCCON value to be less centrally located. However, given the tendency of operational variance estimates to be too low, such occurrences should be interpreted with caution.

As a final step in the evaluation of our methodology and comparison of it to that invoked
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by the operational retrieval algorithm, we examine coverage probabilities. The conditional distributions of soundings coincident in time and space with a TCCON site can be used to derive an ensemble of confidence intervals for the corresponding TCCON value. Approximate \((1 - \alpha)\) percent confidence intervals for TCCON XCO2 derived from the simulated and operationally-retrieved conditional distributions, respectively, are

\[
\left[ Q_{\alpha/2}^s, Q_{1-\alpha/2}^s \right] \quad \text{and} \quad \left[ Q_{\alpha/2}^{\text{op}}, Q_{1-\alpha/2}^{\text{op}} \right],
\]

where \(Q_{\alpha/2}^s\) and \(Q_{1-\alpha/2}^s\) are the \((\alpha/2)\) and \((1 - (\alpha/2))\) empirical quantiles of the appropriate distributions.

For a given TCCON site and calendar week, let \(N\) be the number of soundings that satisfy the spatial proximity criterion of 0.01° and for which there exists a single TCCON estimate.
Figure 9. Comparisons of operational and simulation-based conditional distribution estimates using two metrics. The horizontal axis is the difference in how centrally located the TCCON observations is with respect to the two distributions. The vertical axis is the difference in the distributions’ means (in ppm) relative to TCCON. Each point represents a sounding that overlaps a TCCON site. The points’ colors correspond to the quadrant of the space in which they lie.

of XCO2, $X_T$. We computed,

\begin{align}
\text{4.13} \\
p_{1-\alpha}^s &= \frac{1}{N} \sum_{n=1}^{N} I \left( X_T \in \left[ Q_{\alpha/2}^s, Q_{1-\alpha/2}^s \right] \right), \text{ and} \\
\text{4.14} \\
p_{1-\alpha}^{op} &= \frac{1}{N} \sum_{n=1}^{N} I \left( X_T \in \left[ Q_{\alpha/2}^{op}, Q_{1-\alpha/2}^{op} \right] \right),
\end{align}

for each site-week for $\alpha = 0.05$ and $\alpha = 0.50$. Results are displayed in Table 1.

None of the empirical coverage probabilities derived from the operational distributions agree with the nominal coverage. In contrast, the simulation-based coverages meet or exceed the nominal values for five of the eight site-weeks. In addition, empirical coverage exceeds the nominal value for $p_{50}^s$ at Orleans, and is close for Lauder at $p_{95}^s$. Performance is poor for Sodankyla, which is at high latitude, and is a notoriously difficult site for retrievals in general. We plan further in-depth investigations to understand how different geographic conditions influence performance of the simulation-based method.
5. Summary and discussion. The primary challenge addressed by this work is that of providing uncertainties for estimates of physical states produced by remote sensing retrieval algorithms. We define uncertainty as the conditional distribution of the true state given the estimated state; this is a probabilistic quantification of what remains unknown about the QOI after seeing the estimate. The methodology we propose approximates this conditional distribution for every sounding for which a retrieved state point estimate exists.

Our method is similar in spirit to the bootstrap bias correction in using the relationship between an original sample and a set of resamples taken from it, as a proxy for the relationship between the unknown truth, and the original sample itself. Here, we extend the idea beyond bias correction alone. We model the full conditional distribution of the true state given a corresponding retrieved state, as a weighted mixture of Gaussian regressions. Then, any operationally-retrieved state estimate can be used as a predictor.

There are a number of significant benefits of this approach. First, it does not require enumerating particular sources of uncertainty in order to be complete. The mixture regression models capture what is known about the aggregated effects of all uncertainty sources, including “unknown unknowns” (e.g., higher-order interaction effects) in the operational processing chain. This is, of course, assuming that the resampling procedure produces representative ensembles of what the operational observing system encounters. Second, forward model structural and parametric uncertainties are approximated by the model discrepancy term. Identifying the role of spectral residuals in estimating model discrepancy opens the door to future experiments and empirical analyses that may help improve the forward model.

Third, the entire approach is independent of how the retrieved state estimates are produced. Fourth, since we modeled the joint and conditional distributions as Gaussian mixtures, these distributions may have general non-Gaussian forms. Finally, the entire procedure is executed separately from the operational retrieval process, and can be performed without interfering with operations. Once the simulations are run and the model is fitted, the rest of the computation is very fast and easily applied to the operational output.

Looking to the future, we are exploring spatial and spatio-temporal extensions to our method. Instead of simulating ensembles of independent and identically distributed synthetic true states, we simulate entire spatial fields (e.g., [26]) at once. We are now applying that idea...
in the context of NASA’s ECOSTRESS mission [46]. It allows us to quantify the ability of
inferences based on remote sensing retrievals to capture spatial features as well as individual,
per-pixel behavior. It also presents new computational and modeling challenges because of
high dimensionality and massive data set size. In the mean time, we continue work to improve
the characterization of sounding-by-sounding uncertainty quantification for operational remote
sensing missions like OCO-2.

Appendix A. Generating the synthetic true state vector ensemble. This appendix gives
additional details of how we generate realizations of \( X_{\text{land}}^{\text{sim}} \). The state vector includes a diverse
collection of atmospheric, surface, and instrument properties. These include the vertical
profile of CO\(_2\), scaling factors for temperature and water vapor, surface pressure, aerosol
concentration and vertical position information, surface albedo, solar-induced fluorescence
(SIF), and observation wavelength offsets [22]. Due to this combination of constituents, actual
OCO-2 retrievals are a logical source for reference data to inform the simulations. We assemble
OCO-2 retrieval products for the region-week combinations represented in our templates. We
make a few modifications to the template sets for realism and pragmatism. First, the OCO-2
retrievals of aerosol amounts have not been reliably validated [33], so we replace them with
values from the MERRA-2 reanalysis [40]. The MERRA-2 aerosol products are available
globally every three hours at a grid spacing of 0.5° latitude \( \times \) 0.625 longitude. We match
each OCO-2 retrieval to the closest MERRA-2 location and time. The ergodic assumption
is modified for the state vector elements corresponding to surface pressure and instrument
dispersion. The variability across a template for these components is partially predictable
due to changes in elevation, meteorology, and instrument calibration. This knowledge is
captured in a variable retrieval prior mean for these quantities, so we subtract the prior mean
vector used in the operational OE retrieval from the retrieved state for these elements in our
template sets. A value for a reference sounding is added back when the simulation is executed,
as discussed in Section 4.1.2

We filter out any OCO-2 soundings for which the retrieval algorithm did not converge to
a solution within the maximum number of iterations allowed. This information is provided
in a variable called outcome flag that is provided in the data product. We also filter out any
soundings for which an additional quality indicator, called warn level [28], does not have value
less than or equal to 15. Finally, because some state vector elements are on different scales,
those elements with variability on the order of \( 10^{-4} \) or less are multiplied by 1000 in order to
avoid problems with covariance matrix inversion later. This rescaling is undone after fitting
the mixture model.

To generate the synthetic truth ensembles for each land template, we fit a Gaussian
mixture model, \( \hat{P}_r \), \( r = L1, \ldots, L11 \) using the \texttt{densityMclust} function in R’s mclust package
[47]. The procedure is described in Section 3.2. Here, we set the maximum number of
components in the mixture to 15, which is the largest number that we felt we could legitimately
interpret scientifically, and reduce the dimension of the input state vectors by projecting them
into the space of the leading principal components (see Section 3.2) using a threshold of
\( \gamma = .95 \). Both choices are based on balancing the quality of the GMM fit against the time
it takes to fit the models. We perform this step only if the number of screened data vectors
in the template is at least ten times the number of leading eigenvectors used for dimension
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reduction. We abandon any template strata which do not meet this criterion. Denote the simulation “marginal distribution” for template $r$ by,

$$\tilde{P}_r = \text{GMM} \left( \tilde{K}^{\text{sim}}_r, \{ \tilde{\eta}_{rk}, \tilde{\Omega}_{rk}, \tilde{P}_{rk} \}_{k=1} \right), \quad r = L1, \ldots, L11, \quad (A.1)$$

where all mean vectors and covariance matrices are on the original physical scale.

Appendix B. The forward function and its parameters. The OCO-2 full-physics (FP) forward model includes three key modules that we describe briefly, and we refer the reader to [2] for additional details. The FP forward model first solves the equation of radiative transfer (RT) at fine spectral resolution. Some discussion of the transformation from state vector elements to model inputs is provided by [19]. Next, the wavelength-dependence of the solar spectrum is applied to the solution. The final step of the FP model evaluation is the convolution of the fine-resolution spectral response with the OCO-2 instrument line shape (ILS), or spectral response function, and the result is the forward model evaluation for a generic synthetic state vector $X^{\text{sim}}$,

$$Y_0^{\text{sim}} = F_1 \left( X^{\text{sim}}, b_1 \right), \quad (B.1)$$

where $b_1$ are forward model parameters that are also used in the retrieval algorithm.

At least one special circumstance of the simulation experiment sets it apart from the circumstances of the actual observing system: the simulated state vectors do not have latitudes and longitudes associated with them. Thus, they have no location information other than that they were generated by a synthetic marginal distribution distribution associated with a template. Actual forward model evaluations are dependent on geographic location because this determines their observing geometry, including sun angle and other details of the observing configuration. To overcome this problem, we use the observing geometry of a template “reference sounding” for all forward model evaluations of synthetic state vectors drawn from the template’s synthetic marginal distribution. Reference soundings are typically located near the geographic center of the template so as to be generally representative of observing conditions.

The observing geometry parameters are some of the components of the parameter vector $b_1$. Other components include wavelength-specific parameters that describe aerosol scattering and gas absorption properties. Similarly, the instrument line shape (ILS) and solar spectrum are represented by parameters varying with wavelength that are subject to uncertainty. Conner et al. [5] assess the linear sensitivity of the operational OCO-2 retrieval to several of these parameters individually under a range of geophysical conditions. As we describe in 4.1.4, we represent forward model misspecification and parameter uncertainty collectively through an additive model discrepancy in our simulation framework.

Appendix C. Estimation of model discrepancy parameters. This appendix outlines our procedure for estimating the parameters of the model discrepancy distribution introduced in Section 4.1.4. The definition of model discrepancy is the difference between the true and modeled radiances due only to the difference between $F_0(\cdot, b_0)$ and $F_1(\cdot, b_1)$, both evaluated at the true state, $X$,

$$\delta^{\text{sim}} = F_0(X, b_0) - F_1(X, b_1).$$
However, we only have access to \( F_1(\hat{X}, b_1) \), which motivates the approximation,

\[
\delta_{\text{sim}} \approx F_0(X, b_0) - F_1(\hat{X}, b_1) - \left[ F_1(X_{\text{sim}}, b_1) - F_1(X_{\text{sim}}, b_1) \right].
\]

Let \( Y \equiv F_0(X, b_0) + \epsilon \), and \( \hat{Y} \equiv F_1(\hat{X}, b_1) \). The quantity \( (Y - \hat{Y}) \) is the spectral residual, and is routinely produced as part of the retrieval process. The term in the square brackets can be computed from a simulation with no model discrepancy, where the noiseless forward model evaluation is readily available. The discrepancy can be written,

\[
\delta_{\text{sim}} \approx \left( Y - \epsilon - \hat{Y} \right) - \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right),
\]

\[
\delta_{\text{sim}} + \epsilon \approx \left( Y - \epsilon - \hat{Y} + \epsilon \right) - \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right),
\]

\[
= \left( Y - \hat{Y} \right) - \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right).
\]

Therefore the sum of the discrepancy and noise can be approximated with the operational spectral residuals and simulation forward model evaluations. Taking the expectation and variance of \( \delta_{\text{sim}} + \epsilon \) facilitates estimation of \( \mu_\delta \) and \( \Sigma_\delta \).

\[
\mathbb{E}(\delta_{\text{sim}} + \epsilon) \approx \mathbb{E} \left( Y - \hat{Y} \right) - \mathbb{E} \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right),
\]

\[
\mu_\delta + 0 \approx \frac{1}{N} \sum_{n=1}^{N} \left( Y_n - \hat{Y}_n \right) - \frac{1}{M} \sum_{m=1}^{M} \left( Y_{0,m}^{\text{sim}} - \hat{Y}_{0,m}^{\text{sim}} \right),
\]

where \( n = 1, \ldots, N \) indexes actual OCO-2 retrievals in the template-week being studied, and \( m = 1, \ldots, M \) indexes trials of the simulation for that template-week. For the variance, we assume that the discrepancy and measurement noise are uncorrelated. Further, the spectral residuals from the actual OCO-2 retrievals are independent of the forward model evaluations from the simulation, by construction. Then,

\[
\text{cov}(\delta_{\text{sim}} + \epsilon) \approx \text{cov} \left( Y - \hat{Y} \right) + \text{cov} \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right),
\]

\[
\Sigma_\delta + \Sigma_\epsilon \approx \text{cov} \left( Y - \hat{Y} \right) + \text{cov} \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right),
\]

\[
\Sigma_\delta \approx \text{cov} \left( Y - \hat{Y} \right) + \text{cov} \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right) - \Sigma_\epsilon,
\]

where \( \text{cov} \left( Y - \hat{Y} \right) \) and \( \text{cov} \left( Y_{0}^{\text{sim}} - \hat{Y}_{0}^{\text{sim}} \right) \) are suitable empirical estimates of the covariance matrices of the spectral residuals and simulation forward model evaluations, respectively.

We have found that outliers are often present in the spectral residuals, so we implement an estimate that combines a rank correlation matrix with robust estimates of the standard deviations for individual wavelengths. In addition, there is no guarantee that the right-hand side of Equation (C.4) yields a positive definite matrix, particularly when the variability of the model discrepancy is similar to or smaller than the measurement noise. To remedy this, we simulate model discrepancy with a low-rank approximation by retaining only the leading principal components.
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